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1 Contact information

My contact information is as follows:

• Office: KGH 3423

• E-mail: federico.bugni@northwestern.edu.

• Homepage: https://sites.northwestern.edu/federicobugni/

2 Class time and place

• Lectures: Tue, Thu 9 am – 10:50 am in KGH 3301

• Regular office hours: Fri 2 pm – 3 pm in KGH 3423, or by email appointment.

• Course website: https://canvas.northwestern.edu/courses/151501.

• Course Zoom meetings: 920-8993-2551 (recorded).

3 Course Description

This course covers classical methods and references in nonparametric and semiparametric econometrics.

The nonparametric portion of the course studies the nonparametric estimation of a density, the mean

regression model, and the additive separable mean regression model. We consider both kernel and sieve

estimation methods. The results in nonparametric estimation are the building block for semiparametric

estimation. The semiparametric portion of the course studies the partially linear model, the semiparametric

single-index model, and the binary response model, among others.

The semiparametric portion of the course studies the partially linear model, the semiparametric single-

index model, and the binary response model.

4 Grading scheme

• The final course grade is the result of the problem sets, final exam, and class participation.

• Final exam: 12 hour take-home exam, starting on Monday, December 6th, at noon.
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5 Problems sets

• There will be 3 or 4 problem sets. After the due date, the solutions of the problem sets will be posted

in Canvas and discussed during the lectures.

• You are encouraged to discuss the problem sets with your peers, but individual solutions are required.

• The problem sets will contain both theoretical and empirical questions. You are free to use any

statistical/econometric software available for the empirical questions.

6 Overview of the course

1. Introduction to nonparametric estimation.

• Main: Chen (2007) and Horowitz (2009, Chapter 1).

• Applications: DiNardo and Tobias (2001) and Quah (1997).

2. Nonparametric density estimator: kernels.

• Main: Pagan and Ullah (1999), Li and Racine (2007), and Horowitz (2009, Appendix A).

• Applications: DiNardo and Tobias (2001).

• Additional: Rosenblatt (1956), Parzen (1962), Silverman (1978), Mack and Rosenblatt (1979),

Stone (1980, 1982), Silverman (1986), Härdle and Linton (1994), Wasserman (2006), and Ahamada

and Flachaire (2010).

3. Nonparametric regression estimators: kernel and local polynomial estimation.

• Main: Fan and Gijbels (1996), Pagan and Ullah (1999), Li and Racine (2007), and Horowitz

(2009, Appendix A).

• Applications: CDC data, Hausman and Newey (1995), and RDD: Lee (2008) and Ludwig and

Miller (2007).

• Additional: Stone (1977, 1980, 1982), Wasserman (2006), Nadaraya (1965), Watson (1964), Rup-

pert and Wand (1987), Cleveland (1979), Masry (1996), Ahamada and Flachaire (2010).

4. Nonparametric additive separable model.

• Main: Linton and Nielsen (1995), Linton and Härdle (1996), and Horowitz (2009, Chapter 3).

• Applications: Linton and Nielsen (1995), Linton and Härdle (1996), and Horowitz (2009, Chapter

3).

• Additional: Linton (1997), Fan et al. (1998), Kim et al. (1999), Hengartner and Sperlich (2005),

and Ahamada and Flachaire (2010).

5. Nonparametric estimators: sieve estimation.

• Main: Chen (2007) and Newey (1994, 1997).

• Applications: Hausman and Newey (1995) and Heckman and Singer (1984).

• Additional: Li and Racine (2007).

6. Introduction to semiparametric estimation.

• Main: Li and Racine (2007) and Horowitz (2009, Chapter 2).
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• Additional: Stein (1956), Newey (1994), Powell (1994), and Pagan and Ullah (1999).

7. Partially linear model.

• Main: Robinson (1988) and Horowitz (2009, Chapter 3).

• Application: Schmalensee and Stoker (1999).

• Additional: Ruud (1986), Ahamada and Flachaire (2010), and Schmalensee and Stoker (1999).

8. Semiparametric single index models.

• Main: Han (1987), Powell et al. (1989), Ichimura (1993), and Horowitz (2009, Chapter 2).

• Additional: Arabmazar and Schmidt (1982), Ichimura and Lee (1991), Sherman (1993), Ai and

Chen (2003), and Ahamada and Flachaire (2010).

9. Binary response models.

• Main: Cosslett (1983), Klein and Spady (1993), Manski (1975, 1985), Horowitz (1992), and

Horowitz (2009, Chapter 3).

• Application: Horowitz (1996).

• Additional: Cavanagh (1987), Pakes and Pollard (1989), Abrevaya and Whang (2005), Horowitz

(2002).

References

Abrevaya, J. and J. Whang (2005): “On the Bootstrap of the Maximum Score Estimator,” Econometrica,

73, 1175–1204.

Ahamada, I. and E. Flachaire (2010): Non-parametric Econometrics, Oxford University Press.

Ai, C. and X. Chen (2003): “Efficient Estimation of Models with Conditional Moment Restrictions Con-

taining Unknown Functions,” Econometrica, 71, 1795–1843.

Arabmazar, A. and P. Schmidt (1982): “An Investigation of the Robustness of the Tobit Estimator to

Non-Normality,” Econometrica, 50, 1055–1063.

Cavanagh, C. L. (1987): “Limiting behavior of estimators defined by optimization,” Unpublished

Manuscript: Harvard University.

Chen, X. (2007): “Large Sample Sieve Estimation of Semi-Nonparametric Models,” Handbook of Econo-

metrics, 6B, 5550–5588.

Cleveland, W. S. (1979): “Robust Locally Weighted Regression and Smoothing Scatterplots,” Journal of

the American Statistical Association, 74, 829–836.

Cosslett, S. R. (1983): “Distribution-Free Maximum Likelihood Estimator of the Binary Choice Model,”

Econometrica, 51, 765–782.

DiNardo, J. and J. L. Tobias (2001): “Nonparametric Density and Regression Estimation,” The Journal

of Economic Perspectives, 15, 11–28.

Fan, J. and I. Gijbels (1996): Local polynomial modelling and its applicationss, Monographs on Statistics

and Applied Probability 66, Chapman & Hall/CRC.

3
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